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PREFACE

The Satellite Control Operational Requirements Document (ORD) identifies requirements
for new operational capabilities with a specific focus on weapon system cost reduction and
improved compatibility with other satellite control networks in order to facilitate resource sharing.
Weapon system cost reductions are responsive to Fiscal Year 1993 National Defense
Authorization Act direction to reduce space system costs by 15 percent and Air Force Chief of
Staff initiated efforts to reduce costs. The Satellite Control ORD also responds to the Fiscal Year
1994 Senate Armed Services Committee direction to reduce operations and maintenance costs
and to improve mission effectiveness. The Chairman of the Joint Chiefs of Staff has tasked
United States Space Command to produce an integrated space systems tracking, telemetry and
commanding architecture and roadmap for National; Department of Defense (DOD); Research,
Development, Test and Evaluation; National Aeronautics and Space Administration; and other
assigned missions. In response to this tasking, Commander in Chief, United States Space
Command directed the Future Integrated Tracking, Telemetry and Commanding Architecture
Study (FITAS) with an emphasis on satellite control infrastructure cost reduction. This Satellite
Control ORD is consistent with the FITAS recommendations and vision for an interoperable,
“plug and use” architecture, governed by standardized interfaces with distributed processing.
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OPERATIONAL REQUIREMENTS DOCUMENT

FOR

SATELLITE CONTROL

AFSPC ORD 002-94-I/H

1. GENERAL DESCRIPTION OF OPERATIONAL CAPABILITY

Satellite Control System Objectives
We are going to invest $400 million of Operations and Sustainment (O&S) funding to

significantly reduce the cost of Air Force satellite control operations. As a national asset, we
want the satellite control system to support the warflghters and other users by providing more
responsive and flexible satellite control capability. This will be less costly and manpower
intensive to operate and maintain, consistent with Congressional and DOD guidance to reduce
O&S costs. We want to maximize use of industry standards and Commercial or Government off-
the-shelf (COTS or GOTS) hardware, software, and communications when they reduce
acquisition and development timelines, and cost to operate andor maintain. These are the basic
requirements for the satellite control system. In the other areas of reliability, levels of
automation, and capacity, we are willing to examine the trade-off between cost and
improvement.

The current Air Force Satellite Control Network (AFSCN) is operated by Air Force
Space Command (AFSPC). The AFSCN supports National; Department of Defense (DOD);
Research, Development, Test and Evaluation (RDT&E); National Aeronautics and Space
Administration (NASA); and other missions. The AFSCN is the primary command, control, and
communications support capability providing satellite control for DOD space systems. The
AFSCN consists of a Common User Element (CUE) and Mission Unique Elements (MUE). The
CUE provides all users with Tracking, Telemetry, and Commanding (TT&C) support, defined
interfaces, communications links, range control, and the Remote Tracking Stations (RTSs).  For
additional details see Section 3.1, General Description of Existing Systems, and the AFSCN
Definition Document.

1.1 Mission Area

Satellite control is included in Mission Area 410, Space Launch and Orbital Support. As
directed in the AFSCN Program Management Directive, the AFSCN provides Tracking,
Telemetry, and Commanding (TT&C);  mission data dissemination; and data processing support to
operational DOD space systems; National space systems; RDT&E space systems; and other
assigned allied, civil, and commercial space systems. The deployed space systems that are
supported provide United States (US) combat and support troops with vital weather, navigation,
surveillance, warning, and communications services, as well as with other strategic and tactical
information. Mission Areas supported include Strategic Defense (Mission Area 120),  Space
Defense (Mission Area 123),  Classified Programs (Mission Area 313), Tactical Intelligence and
Related Activities: Geophysical and Space Support (Mission Area 325), Strategic Surveillance
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and Warning (Mission Area 332)  Strategic Communications (Mission Area 333), Tactical
Communications (Mission Area 345)  Navigation and Position Fixing (Mission Area 357) and
Weather Services (Mission Area 42 1).

1.2 Mission Need

The mission need is to support the warflghters and other network users by providing
more responsive and cost effective satellite command, control, and communications (C3) support
to DOD space systems and to those of selected allied, US government, and commercial agencies.
This Operational Requirements Document (ORD) identifies required capabilities based on the
Defense Planning Guidance, the AFSPC Satellite Control Mission Area Plan (MAP), the AFSPC
Mission Need Statement (MNS) for Satellite Control (AFSPC MNS 002-94) and the 28 Ott 93
AFSPC Concept of Operations for Satellite Control (CONOPS). The AFSPC MNS is consistent
with the US Space Command (USSPACECOM) Integrated Satellite Control (ISC) MNS (AFSPC
004-93). Needed mission capabilities and characteristics required by the ISC MNS and the MNS
for Satellite Control are identified in Table l-l. In addition, specific support requirements are
derived from satellite system ORDs and MNSs, warfighting Operations Plans (OPLANs), and
various satellite program requirements documents. The requirements are defined in this ORD,
Section 4, and the Requirements Correlation Matrix (RCM).

1.3 Type of System Proposed

The proposed satellite control system characteristics are consistent with the AFSPC and
USSPACECOM Satellite Control MNSs and the 28 Ott 93 AFSPC Satellite Control CONOPS
and will alleviate shortcomings addressed in Section 3.2 of this ORD. Detailed requirements for
this system are defined in Section 4 and the RCM. The proposed system will provide an advanced
satellite control capability and an enhanced and modernized communications system as the next
incremental step in the AFSCN evolution. The system will reduce the overall cost of conducting
O&M with a goal of improving current levels of security, reliability, dependability, and mission
effectiveness. The system will be operable and maintainable with less personnel than currently
required. The system will provide improved efficiency in the use of resources and a have a lower
life cycle cost. The system will comply with the 29 June 1994 Memorandum from the Secretary
of Defense, Subject: Specifications and Standards - A New Way of Doing Business, and the
AFSPC Standardization Policy for the AFSCN. The system will be fault tolerant with no single
point failures that result in loss of overall mission capability. The system will consist of fixed
facilities (and be adaptable to mobile/transportable operations) equipped with capabilities to meet
requirements of system users, operators, and support personnel. It will be developed such that
unique elements, software, procedures, and interfaces are eliminated except where specifically
justified. Commercial or Government off-the-shelf (COTS or GOTS) hardware, software, and
communications will be used when they minimize development timelines and cost to acquire,
operate and/or maintain. For example, long-haul communications connectivity will take till
advantage of the capabilities provided by the Defense Information Systems Network (DISN).
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Table l-l. Needed Mission Capabilities and Characteristics Related to Source Documents

Capabilities and
Characteristics

Standardization and
Interoperability

Operability and
Flexibility

Capacity

Reliability,
Maintainability, and
Availability
Command and
Control (Reporting
and Tasking)

Information
Timeliness to the
User
Training

Survivability and
Endurability

Integrated Satellite Control MNS

1) Enhance interoperability among satellite
command and control system elements

2) Develop standards to achieve integrated
satellite control systems compatibility

3) Smooth transition from peace to war
4) Capable of being exercised in peacetime
5) Capable of sustaining essential operations at

higher levels of conflict

6) Meet anticipated workload requirements at
each level of conflict

7) Integrated logistics support is a key factor

8) Evolve toward integrated, interoperable
system within the combatant command
structure

9) Standard, survivable, secure links with
wartighting forces/users

10) Direct mission related tasking of payloads,
consistent with USSPACECOM concept of
operations, in support of strategic and theater
operations

11) Conduct training and readiness activities in
off-line environment preventing operational
impact

12) Provide high fidelity scenarios

13) Systems endurable as the forces supported
14) No single points of failure should cause loss

of mission capability or support

MNS for Satellite Control

1) Meet approved interface and interoperability
standards

2) Emphasize hardware and software functional
commonality with other mission areas to
increase multi-satellite support capabilities

3) Maximize operability consistent with
wartighting operations plans and procedures

4) Be flexible and allow growth to accommodate
new mission and surge support requirements
without major modification of the capability

5) Accommodate a mix of new and existing user
and operator requirements

6) Become more economical to operate,
maintain and logistically support

7) Conform to existing operational command
and control processes, procedures, and
capabilities

8) Emphasize automation of these processes and
procedures

9) Integrate resource scheduling and system
status reporting

10) Be responsive to new support requests

11) Facilitate distribution of timely and accurate
mission information to wartighting forces and
other users world-wide

12) Minimize the complexity of systems
operations and maintenance (O&M) and
thereby reduce training timelines and required
operator and maintainer skill levels

13) Maximize use of on-line decision making
tools sufficient to minimize operator
contingency training and operator retraining

14) Survivability and endurability must be
sufficient  to support assigned missions
consistent with those mission requirements
for satellite control across all war fighting
environments

1.3.1 Key Requirements. The key requirements for the satellite control system involve the
ability to execute TT&C functions and perform communications connectivity. Specifically, the
key parameters are to reduce the operations manpower necessary to perform satellite contact
functions at the Satellite Operations Center (SOC) and at the Remote Ground Facility (RGF),
provide increased telemetry and commanding data rate capabilities, and to correspondingly reduce
the operations manpower necessary to perform communications functions. (Table l-2).
Requirements have been defined for each of these specific key parameters, variables determined,
methodologies established, and preliminary analyses have been accomplished to provide
thresholds and objectives. A complete list of requirements, including non-key parameters, is
provided in Section 4.
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KEY
SYSTEM REOUIREMENT  PARAMETER THRESHOLD OBJECTIVE

EXECUTE

NUMBER OF OPERATORS
THE SATELLITE
CENTER

YES 1 OPERATOR
CONTACT

INTERVENTIO
BY EXCEPTION

NUMBER OF OPERATORS
THE REMOTE
FACILITY”

YES
1 OPERATOR
CONTACT

UNATTENDED
OPERATIONS

TELEMETRY DATA YES

COMMANDING DATA RATE* YES

COMMUNICATIONS CONNECTIVITY

20 MBPS

28.8 KBPS

150 MBPS

100 KBPS

NUMBER OF OPERATORS
THE  COMMUNICATIONS
SEGMENT*

YES

1 OPERATOR
CONTACT START OR
STOP AND MONITOR
3 ON-GOING EVENTS

SAME

* DENOTES KEY PERFORMANCE

Table l-2. Key Requirements

1.3.1.1 Execute TT&C

1.3.1.1.1 SOC Manpower. SOC manpower is defined as the number of personnel in the satellite
operations center required to perform telemetry, tracking, and commanding functions. Variables.
The variables that affect this requirement are automation/user friendliness and cost.
Methodology. Our approach is to leverage off existing commercial technologies and practices.
Based on the Integrated Satellite Control Human Computer Interface Standard, a single operator
should be able to manage and interpret up to four separate operations (computer displays). This
means that for a typical in-procedure type of satellite contact, a single operator will be able to
perform all required activities as shown in Figure l- 1. Based on existing technology, we can
achieve the decision support degree of automation without significant development effort as
shown in Figure l-2. Requirement. The threshold requirement is that the satellite control
system shall be designed so that one operator is capable of performing satellite contact functions
(in-procedure). The objective requirement is manual intervention by exception.
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Cost to Conduct
Satellite Operations

0 0.25 1 2 3
Number of Operators per Contact

Figure l-l Number of SOCYRGF  Operators per Contact

Operations Checking support by Exception Atiomated TOl@Mlt
contacts Operations

Degree of Automation

Figure l-2 Degree of SOC/RGF  Automation Versus Cost

1.3.1.1.2 RGF Manpower. RGF manpower is defined as the number of personnel in the remote
ground facility required to perform antenna operations in support of telemetry, tracking, and
commanding functions. Variables. The variables that affect this requirement are automation/
user friendliness and cost. Methodology. Our approach is to leverage off existing commercial
technologies and practices. Based on the Integrated Satellite Control Human Computer Interface
Standard, a single operator should be able to manage and interpret up to four separate operations
(computer displays). This means that for a typical in-procedure type of satellite contact, a single
operator in the RGF will be able to perform all required RGF functions in support of TT&C  as
shown in Figure l-l. Based on existing technology, we can achieve the decision support degree
of automation without significant development effort as shown in Figure 1-2. Requirement. The
threshold requirement is that one operator is capable of performing necessary RGF antanna
operations in support of single satellite contact functions. The objective requirement is
unattended RGF operations.

1.3.1.1.3 Telemetry Data Rate. Telemetry data rate is defined as the quantity of SV platform
and payload information which is downlinked as a function of time and measured in terms of bits
per second (bps) which must be received (collected) by the satellite control system for subsequent
handling. Variables. The variables that affect this requirement are link capacity, programmatic
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requirements and cost. Methodology. Telemetry data rate is driven by the individual satellite
programs supported. Our approach evaluated programmatic needs in order to define the range of
capabilities required to support the assigned satellite programs as shown in Figure 1-4.
Requirement. The threshold requirement is that the satellite control system shall have the
capability to relay telemetry data from supported SVs at rates up to 20 Mbps. The objective
requirement is 150 Mbps.

l DMSP AND SBIRS REQUIREMENTS DRIVE TT&C

THRESHOLD DATA RATES

l DMSP: 28.8 KBPS COMMANDING RATE

l SBIRS: 20 MBPS MISSION DATA RELAY

l NPOESS DRIVES TT&C  OBJECTIVE DATA RATES

l 100 KBPS COMMANDING RATE

l 150 MBPS COMBINED TELEMETRY/MISSION DATA
RATE

Figure l-3. SV Programmatic Requirements

80 - Objective

70 -

64 Kbps 1.5 Mbps 45 Mbps 155 Mbps

Link Capacity

Figure l-4 Link Capacity

1.3.1.1.4 Commanding Data Rate. Command data rate is defined as the quantity of satellite
control system or other ground-developed satellite tasking/control information, which must be
uplinked  to a SV as a function of time. These data are typically measured in bps. Variables.
The variables that affect this requirement are link capacity, programmatic requirements and cost.
Methodology. Commanding data rate is driven by the individual satellite programs supported.
Our approach evaluated programmatic needs in order to define the range of capabilities required
to support the assigned satellite programs. Requirement. The threshold requirement is that the
satellite control system shall have the capability to command supported SVs at rates up to 28.8
Kbps. The objective requirement is 100 Kbps.
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1.3.1.2 Perform Communications Connectivitv

1.3.1.2.1 Communications Manpower. Communications manpower is defined as the number of
personnel in the communications system required to perform communications initiation, control,
and monitor functions for satellite control system users. Variables. The variables that affect this
requirement are automation/user friendliness and cost as shown in Figure l-6 Methodology.
Our approach is to leverage off existing commercial technologies and practices. Based on the
Integrated Satellite Control Human Computer Interface Standard, a single operator should be able
to manage and interpret up to four separate operations (computer displays). Requirement. This
means that for a typical in-procedure type of satellite contact, a single communications system
operator will be able to perform all required activities with manual intervention by exception as
shown in Figure l-5. The threshold requirement is that the satellite control system shall be
designed so that one communications system operator shall have the capability to initiate or
terminate one communications event and perform end-to-end monitor and control for up to three
additional on-going events.
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ti
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E
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1 Today

Cost to Provide
Communications Connectivity

_ Threshold /

0 0.25 1 2 3.5
Number of Operators per Contact

Figure l-5 Number of Communications Operators per Contact

Cost of Automating
Communications Operations

Manual Automated Decision Intervention Fully
Operations Configuration Support by Exception Automated Tolerant

contacts
Degree of Automation

Operations

Figure l-6. Degree of Communications System Automation Versus Cost
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1.3.2 Materiel Solutions

Non-materiel solutions, as described in the AFSPC MNS for Satellite Control, have been
implemented but are not sufficient by themselves to correct identified deficiencies. Approaches to
materiel solutions have been identified and evaluated as follows:

1.3.2.1 Leverage Existing CivilKommerciaVForeian Svstems. Commercial satellite operations
capabilities exist that may offer substantial technology and cost improvements over existing DOD
and other agency satellite command and control capabilities. However, unacceptable constraints
may exist. Considerations include the following:

a) Proprietary constraints;
b) Jeopardized responsiveness to National security needs;
c) Capacity shortfalls;
d) No single, existing system able to meet all DOD requirements;
e) Combining multiple existing systems presents prohibitively complex and

expensive compatibility problems; and
f) Could lead to increased fragmented system management during stressed

environments (e.g. loss of totality of control).

1.3.2.2 Block Changes. Improving future satellites’ capabilities to self-monitor, tolerate failures
(or self correct), and report health and mission performance status to ground satellite command
and control capabilities should be considered at satellite block changes. This can reduce the
volume (level) of ground-based satellite operation and operator intervention. Considerations
related to block changes include the following:

a) Need to support on-orbit assets while block changes incrementally occur,
b) Some changes to ground system will still be needed to adapt to new satellite

capabilities,
c) Establishing required capabilities based on only block changes increases

implementation time and complexity to unacceptable levels, and
d) Block changes are typically not harmonized among satellite programs to

provide synergistic effects.

1.3.2.3 New Svstems. A totally new integrated capability can be developed and acquired to
provide support to current and future missions. A standardized, automated capability can reduce
manning, training, and maintenance times, while increasing maintainability, operations support
capacity, and operations and support cost savings. Automation should be considered for both the
ground-based satellite command and control capability to simplify operator training/intervention
and the mission satellites to reduce the need for frequent ground-based operator intervention.
This new capability must also permit increased expandability to accommodate new mission
requirements, interoperability, and interface with DOD and other agency satellite command and
control capabilities. Considerations include the following:

a) Cost,
b) Schedule,
c) Performance and
d) Supportability.
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1.3.2.4 Expand or Modifv  Existing Svstems. This alternative provides for incremental evolution
of existing capabilities via improvements and modernization through which a more flexible,
operable and maintainable satellite operations capability can be achieved. A standardized, more
automated system can reduce manning, training and maintenance times, while increasing
operations support capacity and overall cost savings for O&M. Automation can be applied to
both existing ground-based satellite command and control capabilities and to satellites.
Evolutionary acquisition to meet satellite system requirements allows a time-phased,
requirements-based implementation of capabilities to ensure mission requirements are met in a
fiscally constrained and responsive fashion. It permits taking advantage of opportunities in
supported system programs as well as in harmonizing future block changes with a standard set of
AFSCN support requirements. Because of inherent flexibilities in upgrading select portions of
this complex system while minimizing risk to current operations, evolutionary modification to the
AFSCN is considered the most viable approach.

1.4 Operational and Support Concepts

The satellite control system will continue to be operated and sustained in a manner that
ensures all validated user requirements are met in an accurate and timely fashion. Table l-2 lists
users to be supported in 1998-2004 and the type of SOC or Network Service support, defined in
Section 3.1, these users will require. Although support requirements have not been fully defined
for all of the future Space Vehicles (SVs), known requirements have been considered in
developing the operations and support concepts, identifying AFSCN shortcomings, and
identifying upgrade requirements. The operations and support of the proposed system requires
the participation of planners, developers, operators, maintainers, supporters and users to identify
and implement concepts that will reduce overall costs. The operations and support concepts are
documented in the 28 Ott 93 AFSPC Satellite Control CONOPS and summarized in the following
paragraphs. The phrase “distributed, open system architecture” is used throughout this section as
a generic phrase to conceptually describe the proposed capability. There is no intention through
the use of these words to identify a specific design solution. The operations concept implements
the Future Integrated TT&C Architecture Study (FITAS) recommended “plug and use” concept.
This concept permits compatible users of the satellite control system to “plug” into selected RGFs
and communications systems and “use” these resources for TT&C access without necessarily
involving an AFSPC SOC. For AFSPC users the “plug and use” is accessed through SOCs at
Falcon Air Force Base (FAFB), Onizuka Air Station (OAS), or other dedicated AFSPC centers.
For non-AFSPC users the “plug and use” is accessed through their own operations centers,
Mission Control Complexes (MCCs),  or Test Support Complexes (TSCs).  These services will be
provided within the planned capabilities of the AFSCN. When needs exceed these capabilities, the
requesting user may be required to compensate the network for cost of modification and any
recurring cost of continued operation.
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Table l-3. Programs Supported by the Satellite Control System in 1998-2004

Short Name Program/System Name sot Network
SUDDO~~ Service

I DMSP 1 Defense Meteorological Satellite Program
DSCS Defense Satellite Communicati~ ens system x X

DSPISBIRS Defense Support Program/Space Based Infkued System X X
FLTSATCOM Fleet Satellite Communications System X(TBD) X

GFO Geosat Follow-on X
GPS D^^:+:^^:^- n..-+-

1.4.1 Operational Concept

The operational concept envisions operations performed through an integrated,
interoperable system consisting of both space segment and ground segment elements. The space
segment includes the SV platform (or bus) and the payload elements. The ground segment
includes the space-ground interface, command and control, communications, scheduling,
statusing, and development and training elements. This ORD addresses ground segment
requirements. Space segment requirements will be addressed by SV Program ORDs. The ground
segment will continue to encompass both multi-user resources (available to multiple space
missions and users) and mission specific resources (uniquely required by individual space
missions). Sharing of resources will be encouraged to maximize utilization rates, lower costs,
reduce reliance on mission-specific resources, and provide flexibility in responding to user
requirements. A dedicated dual node capability is not required for backup operations, however
there will be the capability to perform selected satellite command and control operations from one
or more possible alternate locations (to include possible mobile/transportable ground elements).
The satellite control system will be able to provide continuous operations in peace, war, and all
intermediate levels of conflict. Operational survivability will be commensurate with forces
supported. The satellite control system operational concept is discussed below. Table l-3 relates
the operational concept to the Capabilities and Characteristics of the proposed system.

The operational concept calls for evolution from today’s satellite control capability to
less manpower intensive, more highly automated, and more standardized configurations and
operations designed with the goal of truly becoming the “Network of Choice” for both DOD and
non-DOD  satellite systems. The satellite control system operational concept (after activation of
the capabilities required by this ORD) is based on satellite contact support planning, contact
execution, and contact evaluation activities being performed automatically with the operator being
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notified of the actions taken unless there is a need for manual intervention. If a failure occurs
during any phase of operations, the system automatically switches to other available resources and
either notifies the operator of the action taken or prompts the operator with suggested actions
through a decision support environment. The communications system linking the RGFs,  control
nodes, and satellite users will consist of both military and commercial non-dedicated, on-demand
wide area network (WAN) transport services. These WAN services will be provided by the
Defense Information Systems Agency (DISA) via the worldwide DISN. Unique communications
requirements that cannot be immediately satisfied by DISN near-term will be presented to DISA
for incorporation into DISN mid-term. Communications connectivity within the control nodes
between SOCs will be through local area networks (LANs) and sub-networks. This connection
should take less than two minutes for the most complex link. This notional operational concept
for satellite control and communications forms the basis for the requirements in this ORD.

1.42 Sur>aort Concept

The satellite control system will be supported using Integrated Weapon System
Management (IWSM). Under IWSM, the Air Force Materiel Command (AFMC) System
Program Director (SPD) is responsible for “cradle-to-grave” support including integrated product
development, life-cycle systems management, sustaining engineering, and integrated logistics.

Two levels of maintenance will be used, organizational and depot, while minimizing
O&M cost. Organizational maintenance will perform preventive and corrective maintenance.
Organizational maintenance should be integrated with operations (i.e., a combined operator and
maintainer) wherever possible, especially for remote site or mobile/transportable systems, to
reduce the number of personnel. Depot maintenance consists of those activities beyond the scope
of organizational maintenance and may be performed either on-site or at the depot. System
design should allow equipment maintenance by the personnel with the equivalent of 54evel
technician experience. Equipment will maximize the use of built-in test (BIT) and automated fault
detection-fault isolation (FD/FI) and fault correction (where feasible) capability to allow the
identification of the appropriate LRU (cards, motors, etc.) to be removed, replaced and returned
to the designated source for repair. Common equipment across programs will consolidate
maintenance requirements, reduce the number of unique spares, and lower logistics support costs.
The satellite control system will use integrated logistics support as defined in Section 5.
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Table l-4. Relationship of the Operational Concept to the Capabilities and Characteristics
of the Proposed System

Capabilities and Proposed System Operational Concept
Characteristics

Standardization and -Standard interfaces for all application systems Standardized communications and data processing
nteroperability and to all external users. system access will be available to all users while

--Standard human computer interfaces. maintaining security requirements. This will
--Minimum need for dedicated resources or facilitate interoperability between ground
payload specific configurations. segment elements and the space-to-ground links
--Mission Unique Equipment/Software (MUE)/ in order to provide for improved operations in any
(MUS) for validated payload-specific processing. mission scenario.
-Standard communications protocols and
interfaces for voice, data, and video.

3perability  and --Automated mission planning. The system will be flexible enough to meet
‘lexibility -Easily expandable and recontigurable changes in tasking based on mission

communications capability. requirements. It will have the capability and
--Integrated, rule-based systems for common flexibility to accommodate mission unique
functions. requirements and maintain a cost and operations
--Secure system configuration to allow operations effective baseline. It will implement a flexible
across all classification levels. communications connectivity architecture that is
--Distributed open computing environment to capable of supporting satellite control operations
allow rapid operational changes. and mission data collection, processing, and
--Recontigurable software making maximum use dissemination throughout all levels of conflict.
of database changes vs hard coded software
parameters

Zapacity --Advanced capacity management planning The system will have expandability (schedules,
ability. data rates, communications links, command and
--Data rate easily variable based on user’s needs. control, data processing and reduction) to
--Distributed, open computing environment for accommodate validated mission requirements
easily expandable data processing capability. based on the AFSPC Mission Model.

Reliability, --Expandable high-data-rate distributed The satellite control capability will be available
Maintainability, and workstation backbone, and broadband to all satellites assigned. The satellite control
4vailability communications network. system will employ modular, easily maintainable,

--Automated error detection and correction. and highly reliable systems. Ground segment
--No mission impacting single-points of failure. elements will be maintainable through the use of
--Modular, Line Replaceable Unit (LRU) based LRUs.
subsystems.

Zommand and --Distributed open computing environment with Automated reporting will be facilitated through
Control  (Reporting interface to existing external standard command standard interfaces with integrated status
md Tasking) and control systems for near realtime reporting, reporting systems. Mission status is transferred

statusing, and tasking based on OPLAN to and from the satellite control users or
requirements. organizations requiring this information. Mission

tasking is transferred to and from satellite control
users or organizations requiring this information
via standard interfaces.

[nformation --Satisfy all requirements levied on the satellite Increased data processing capacity, high speed
Iimeliness to the control system by the OPLAN and user data processing, and rapid data dissemination will
User requirements documents. facilitate increased responsiveness to the user.
Iraining --Direct connectivity between the satellite Standard interfaces will be provided to interactive

operations center and the satellite control training systems designed to enhance training and
simulation system. certification of specified operations personnel.

Survivability and --Architecture capable of operating in a The satellite control system will operate in
Endurability mobile/transportable environment in support of support of United States forces, policies,

wartighting missions. strategies, and interests worldwide during
peacetime, war, and all intermediate levels.
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2. THREAT

The AFSCN is susceptible to three system specific threats: information collection
threats, denial of service threats, and environmental threats. Within the first two threat categories,
both internal (personnel granted access to satellite control systems) and external (personnel not
granted access to the systems) sources are discussed. The internal threat, both to information
collection and system denial, is the most significant threat. The primary security goals impacted
by these threats include protection of military, political, economic or proprietary information from
unauthorized disclosure; protection of system integrity; and protection from loss of system
capability.

2.1 Operational Threat Environment

The following two documents identie  specific threats that influence satellite control
system requirements. In addition to these threat documents, National, DOD, and Air Force Space
Policy provide threat related guidance.

2.1.1 Space  Threat Environment Descrintion

The hostile foreign threat is outlined and analyzed in the Space Systems Threat
Environment Description (TED) (U), DST-2660F-727-93, 29 October 1993, produced by the
National Air Intelligence Center, Air Intelligence Agency.

2.1.2 Multi-Disciplinarv  Intelligence Threat Analysis

The Air Force Office of Special Investigation (AFOSI) Multi-Disciplinary Intelligence
(MDI) Threat Assessment - AFSCN (U) SECRET-NOFORN-WNINTEL; and the AFOSI MD1
Threat Assessment - The Terrorist and Criminal Threat - AFSCN (U), SECRET-NOFORN-
WNINTEL, provide additional threat information.

2.2 System Specific Threats

The United States Government recognizes that there is a destabilizing world situation
causing increased and more uncertain threats to military systems. There is proliferation of
weapons of mass destruction, increasing availability of weapons delivery systems within third-
world nations, and increasing numbers of third world nations with nothing to lose and everything
to gain by the conduct of terrorist activities. The potential threats to some, or all, current and
future satellite control assets include nuclear attack; sabotage; terrorism; unconventional warfare;
electronic warfare; biological, chemical, and conventional weapons; and espionage. Agents of
foreign governments, terrorists, dissidents and radicals are a threat to satellite control facilities and
operations. Overseas operations could also be threatened by local government policy changes,
revolutions, coups,  etc. The complexity of satellite control operations depends on both highly
skilled personnel and critical computer processing. Malicious hardware and software damage by
trusted insider personnel is a significant threat. Additionally, satellite control systems assets are
susceptible to acts of nature. These threats are expected to continue for the forseeable future.
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2.2.1 Information Threat

The AFOSI MD1 Threat Assessment - AFSCN addresses the threat from unauthorized
individuals gaining technical, economic, political or military information about space operations
that could result in loss of national advantages in those areas. This information can be obtained
through open sources of literature or through collection assets (internal or external, technical or
human).

2.2.1.1 Internal Threat. The complexity of satellite control creates a dependency on
experienced, knowledgeable personnel and critical communications - computer processing. The
system is susceptible to information collection (human, electronic and mechanical) from
intentional and unintentional acts by trusted agents with access to the system. The nature and
severity of these threats vary from peacetime to general war.

2.2.1.2 External Threat. The satellite control system is also susceptible to unauthorized
information collection by external agents (human, electronic, and mechanical). Foreign
intelligence services and industrial espionage efforts acquire information from both operational
activities and communication - computer activities that indicate sensitive, political, economic,
technological, or proprietary information. Human intelligence (HUMINT) methods use personnel
who observe, visit, or gain access to sensitive information or operations. Specific applicable
collection methods are defined in Defense Intelligence Agency Regulation (DIAR) 55-3.

2.2.2 Denial of Service Threat

Denial of satellite control system capabilities can be accomplished by degrading the
integrity and/or availability of communications - computer processing; by spoofing or jamming
these systems; and by preventing the use of system facilities or components through intentional or
unintentional damage, destruction or obstruction of these elements. Satellite control availability
and integrity can be denied through both internal and external threat agents.

2.2.2.1 Internal Threat. Trusted individuals present the most significant denial of service threat.
Those with authorized access to system hardware, software, computers, communications, utilities,
tools, and essential facilities have the opportunity and ability to intentionally or unintentionally
manipulate system operations and software development, and to damage critical components.
Any authorized user could intentionally or unintentionally interrupt, degrade, or damage critical
system elements.

2.2.2.2 External Threat. External threats stem from protesters; political, economic, or industrial
agents; criminals; and, in periods of increased international tension or war, terrorist or paramilitary
operations. They may use attack methods that include penetration and damage to restricted areas
or antennae; interruption of communication links through signal spoofing or jamming; microwave
attack; and use of chemical, biological, radiological, or conventional weapons. The physical
security threat is defined in Air Force Instruction (AFI) 3 l-101 and the AFOSI MD1 Threat
Assessment - AFSCN.
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2.2.3 Environmental Threat

The locations of satellite control system assets, Continental US (CONUS) and overseas,
subject the system to environmental threats of many types. These include earthquakes, floods,
thunderstorms, lightning, heavy snows, tropical storms, tornadoes, and corrosive sea spray and
salt air. Satellite control communications links are susceptible to these environmental threats and
numerous types of atmospheric and solar disturbances.

Various types of support activities may also create environmental hazards. Facility
power outages; heating, ventilation, and air conditioning maintenance; and minor construction
activities can cause power fluctuations, adverse temperature environments, air pollution, or other
conditions that can impact continuity of system operations. Emergency situations in one module
can impact other resources in the same building. Fire, toxic fumes from chemicals, or water from
sprinkler systems or blocked drainage systems can lead to system outages.

2.3 Reactive Threat

The proposed system will provide greater flexibility, endurability, and availability
through all levels of crisis and conflict. However, the reactive threat potential would increase
proportionally to the increased direct applicability to the warfighter. If the satellite control system
is perceived as a critical node in the information flow to the warfighter it becomes a bigger and
better target.
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3. SHORTCOMINGS OF EXISTING SYSTEMS

This section begins with a brief overview of the current AFSCN. The general
description of the existing system includes both the Multi-User and Dedicated elements of the
AFSCN. Additional descriptive material can be found in the AFSCN Definition Document
published by Headquarters AFSPC and in AFSCN system specifications. Note that the
terminology used in this section is consistent with the Draft  AFSCN Definition Document when
describing the current system. Using this overview as a foundation, this section then identifies
current AFSCN shortcomings as identified in the Satellite Control MAP and MNS.

3.1 General Description of Existing Systems

Air Force satellite command and control has evolved over a period of thirty years. What
is now the AFSCN initially evolved as a system to test specific early RDT&E satellites and
concepts. This system was transferred to AFSPC in 1987 and is continuing to evolve. It now
routinely supports over 80 individual DOD and other assigned SVs by conducting over 120,000
contacts annually.

3.1.1 Communications

The current satellite control system is a geographically-dispersed collection of control
nodes and RGFs,  shown in Figure 3-l. The current network is characterized by centralized,
fixed-location control nodes and fixed-location RGFs connected by fixed rate, point-to-point
military and commercial communications links. The typical communication link data rate is up to
1.536 megabits per second (Mbps) from a single sided Remote Tracking Station (RTS) and 3.072
Mbps from dual-sided RTSs. The typical communication link data rate for dedicated RGFs is 2.4
kilobits  per second (Kbps) to 2.66 Mbps. Uplink  and downlink  communications with supported
SVs are accomplished over the Space-Ground Link Subsystem (SGLS) with the 1.76 to 1.84
Gigahertz (GHz) frequency band used for uplinking data and the 2.2 to 2.3 GIIz band used for
downlinking data. The AFSCN consists of multi-user and dedicated resources. Multi-user
resources are shared to support multiple space systems while dedicated resources support only
one system (e.g., GPS, DMSP, Milstar, etc.).

3.1.2 Operations Centers

The SOCs located at FAFB, Colorado, and at OAS, California, and MCCs and TSCs  at
OAS provide multi-user satellite control for the AFSCN. The Command and Control Segment
(CCS) software used in these control centers is based on a centralized, mainframe-based
processing architecture. Dedicated control centers at various dispersed locations perform payload
and satellite control tunctions  for DMSP, GPS, DSP, Milstar, and other space systems. The
SOCs are able to provide varying degrees of backup or supplementary support on a program-
specific basis to the dedicated control centers. Each SOC, MCC and dedicated control center is
responsible for satellite control operations for the vehicles assigned to the center.
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3.1.3 Antennas

There are nine AFSCN fixed-location RTSs with a total of sixteen separate antennas
providing geographically dispersed TT&C  capability. In addition, the AFSCN has four ground
antennas and five monitor stations supporting the GPS program, two dedicated antennas
supporting DMSP, additional assets supporting DSP and Milstar, and various SV checkout and
calibration facilities. There are also two transportable tracking facilities: the Transportable
Vehicle Checkout Facility and the Transportable Space Test and Evaluation Resource (a Materiel
Command resource that can be scheduled for AFSCN usage).

3.1.4 Resource Control

AFSCN support is accomplished through the combined efforts of multi-user and
dedicated resources. Resource Control Centers (RCCs)  located at FAFB and OAS provide
resource scheduling, configuration, and control for AFSCN multi-user resources, while dedicated
resources are scheduled, configured and controlled through corresponding dedicated control
centers. The 50th Space Wing Command Post at FAFB and the 750th Space Group Command
Post (CP) at OAS gather and distribute network and SV status information and disseminate
tasking from command and control authorities. Collecting and reporting AFSCN performance
information is accomplished separately for multi-user and dedicated resources. Development and
support of the AFSCN infrastructure is accomplished by multiple organizations within AFMC.

3.1.5 Operational Tasks

The three operational objectives of the satellite control mission, as defined in the
Satellite Control MAP, are to support the satellite control system user, operate and sustain the
assigned space assets, and operate and sustain the satellite control infrastructure. To accomplish
these operational objectives, the Satellite Control MAP identified 15 operational tasks performed
by the satellite control system. These tasks are listed in Table 3-l below. A description of each
of these tasks is provided in the Glossary, Appendix E. For this ORD, the tasks are further
divided into Network Service tasks and SOC tasks. The Network Service tasks support O&M of
the RGFs,  the communications system, and the scheduling system. The SOC tasks perform the
position management; TT&C  planning, control, and analysis; and anomaly resolution activities
necessary to control SVs during launch, on-orbit operations, and end-of-life activities. Table 3-l
illustrates the allocation of the 15 MAP tasks to Network Service and SOC tasks. Note that of
the 15 tasks, some are Network Service tasks only, some are SOC tasks only, and some are both
Network Service and SOC tasks.

3.2 Existing System Shortcomings

The Satellite Control MAP describes how well the current system is able to perform the
15 operational tasks identified earlier in this section. The MAP assessment was made based on
the ability of the current multi--use and dedicated resources to satisfy current and future mission
requirements for the 25 year period of the MAP. The assessment used desired characteristics for
the satellite control system, derived from the Satellite Control MNS, that included responsiveness,
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Table 3-l. The 15 MAP Tasks are Allocated to Network Service and SOC Tasks

I MAP Tasks I Network SOC Tasks

1. Respond to User Requests X X
2. Disseminate Mission Data and Information X
3. Perform ODerations  Plan&p_ x

standardization, interoperability, operability, flexibility, capacity, reliability, maintainability,
availability, dependability, survivability, endurability, affordability, and security. The assessment
identified the following deficiencies: lack of flexibility for surge and change in user requirements;
costly, complex, and non-interoperable command and control; susceptibility of communications
links to interruption; limited capability to support existing and future radio frequency
requirements; vulnerability of ground facilities to disruption; costly, complex, non-standard, and
inflexible communications; limited ability for operational forces to request and receive data; lack
of realistic, standardized training; high software sustainment costs for common as well as mission
unique software; high O&M costs for remote facilities; unresponsive space force deployment;
dependency on critical nodes for satellite control; and fragmented, non-standard logistics support.

The Satellite Control MNS documents the deficiencies of the existing system. The MNS
identifies constraints such as manpower drawdowns, O&M reductions, and aging equipment;
requirements of future satellites, such as mission data rates for weather satellites; as well as
technological opportunities that necessitate changes to the existing satellite control system. The
following paragraphs describe deficiencies of the existing system as documented in the Satellite
Control MAP and MNS. Table 3-2 correlates these deficiencies to the 15 satellite control tasks.

3.2.1 ResDond  to User Reauests

The capability of the satellite control system to respond to user requests is critical. In
the event of a crisis, war-fighters in the field must have confidence that Commander in Chief
USSPACECOM will respond to their requests for specific satellite tasking. Currently, there are
capabilities in place to respond to existing government agency users in a non-stressed
environment. However, improvements could be attained with the incorporation of a standard
interface for requesting data. The Satellite Control MNS recognizes that existing capabilities do
not adequately meet requirements at stressed levels of conflict as, in general, they are less
survivable than the satellites they support.
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3.2.2 Disseminate Mission Data and Information

Dissemination of mission data and information is a critical task. The war-fighter must
receive mission data and other crucial information to understand the fighting scenario and plan
accordingly. As the war-tighter becomes more aware of the data that is available he will demand
more user friendly information at a faster rate. Due to this, the shortcomings that are expected
with this task include: a) no direct routing of mission data, b) no timely dissemination of mission
data, c) no well-defined interface for mobile users, d) unique mobile assets are required, and e)
operators are not authorized to disseminate classified data.

3.2.3 Perform ORerations  Planning

Operations planning includes all satellite control operations preparation except for those
required for launch readiness. The shortcomings associated with this task include: a) lack of
standardization, b) inadequate capacity for future program support, c) costly and time consuming
operations, d) no capabilities for mission planning, e) no rapid response to change, and I)
vulnerable command and control facilities and dependence on critical nodes.

3.2.4 Sun~ort  Space Force DeDlovment

In general, only shared satellite control systems can provide primary support for the
launch and early orbit phases. An exception to this is DMSP, which provides primary support for
launch and early orbit of its satellites through limited interoperability with selected shared
resources. Some dedicated systems may provide backup support. The shortcomings that exist, or
that are expected, include: a) limited support for quick reaction launches, b) large prelaunch
preparation and launch operations staff, and c) no interoperability.

3.2.5 Execute Telemetw, Tracking. and Commanding

When planning for the future, there are shortcomings with TT&C  that include: a) limited
flexibility to support future requirements, b) vulnerability of SGLS to interruptions, c)
vulnerability of overseas ground stations, d) danger of losing frequencies to civilian users, e) no
interoperability between shared and dedicated systems, and t) high costs due to increasing number
of remote ground systems. In addition, the present system lacks adequate standards for hardware,
software, procedures, and interfaces among network resources, and with external satellite control
systems (e.g., National Aeronautics and Space Administration [NASA], Naval Space Operations
Center [NAVSOC], etc) to ensure interoperability and to provide backup support across
programs and for all space missions.
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